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Abstract

The mechanism of the charge-transfer reaction between water molecules and argon ions is analysed using a two-dimensional
model with the reaction and HOH bending coordinates, which maintains the C2v symmetry of the reaction system. Potential
energy surfaces and nonadiabatic coupling matrix elements are computed usingab initio Möller-Plesset perturbation theory
with multiple partitioning of the full Hamiltonian. Bothab initio calculations and semiclassical simulations of the vibrational
distributions of the product H2O

1(Ã) ion indicate two possible charge-transfer mechanisms. The first involves a nonadiabatic
transition induced by radial coupling, whereas the second is governed by the curve crossing along the bending coordinate. The
coexistence of two mechanisms agrees qualitatively with that inferred from the experimental measurements. (Int J Mass
Spectrom 203 (2000) 19–29) © 2000 Elsevier Science B.V.

Keywords:Charge-transfer reaction; Water molecules; Argon ions

1. Introduction

Although charge-transfer (CT) mechanisms in
atomic collisions are fairly well understood theoreti-
cally with the help of both analytical models and
rigorous numerical calculations, an analysis of the CT
processes that involve molecules still meets serious
obstacles. One of the main difficulties arises when the
nonadiabatic transitions are associated with the mo-
tion along internal degrees of freedom orthogonal to

the scattering (or reaction) coordinate [1,2]. The mech-
anisms of such processes are obviously quite different
from those inherent to atomic collisions, and CT dynam-
ics cannot be described as a one-dimensional problem.
This feature complicates the theoretical treatment of
the dynamics as well as the electronic structure
calculations requiring global multidimensional poten-
tial energy surfaces (PESs) and coupling terms.

In spite of these problems, the dynamics of several
molecular CT systems were investigated in great
detail at a high level of the theory {for instance, (H1
H2)

1 [3,5], (H 1 O2)
1 [5,6], (Ar 1 H2)

1 [7,8], and
some others}. Most of these studies were based on the* Corresponding author. E-mail: adamson@moleq.chem.msu.su
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specific methods used in electronic structure calculations
(primarily, a diatomics-in-molecule approach), which
produce PESs and couplings directly in the diabatic
representation. In contrast, more accurateab initio elec-
tronic structure techniques are commonly based on the
adiabatic representation for which the relationship to the
diabatic one is not trivial in multidimensional multistate
cases. In addition, rigorous dynamic calculations usually
serve as benchmarks, but special efforts [8] are
needed to extract from them qualitative information
on the CT mechanisms that are useful for interpreting
experimental data. Therefore, an analysis of the model
systems associated with a particularly revealing ex-
periment using model theoretical approaches remains
important for qualitative insight in the charge-transfer
dynamics of polyatomic molecules.

One particular class of CT systems may appear
especially interesting in this context. Because of the
importance of water in the Earth’s atmosphere and in
the spacecraft environment, reactions of water mole-
cules with various atomic and molecular ions (such as
N1 [11,12], O1 [13], Ar1 [14,15], Kr1 [12,16], N2

1

[14,15], H2O
1 [17], etc.) were thoroughly studied at

hyperthermal energies using guided-ion beam and lumi-
nescence experiments. Whereas the former approach
allowed the investigation of the energy dependence of
reaction cross sections, the latter provided information
on the product energy distribution, i.e., on the popula-
tions of near-resonant bending vibrational levels of the
charge-transfer product ion H2O

1 (Ã) v92. No evidence
was observed for excitation of stretching modes, in
accordance with low-ionization Franck-Condon factors.
It was argued that the observed distributions and their
variations with collision energy can be interpreted in terms
of two coexisting charge-transfer mechanisms [12]:

(1) nonadiabatic transition along the H2O bending
coordinateu due to collision-induced curve-cross-
ing;

(2) nonadiabatic transition along the scattering coor-
dinateR.

The former mechanism was suggested to be pri-
marily operative for bending vibrational levels lying
below the resonance CT energy (exothermic levels) at
low-collision energies (,10 eV). The latter was

thought to be responsible for the population of levels
above the resonant energy (endothermic levels) at low
energies, although gaining in importance for all levels
as the collision energy is increased.

These findings definitely demand theoretical anal-
ysis. Although direct comparison between theory and
experiment can hardly be achieved for the systems
under consideration because of the large dimension-
ality of the problem and relatively high collision
energies, simplified models can be formulated and
analyzed for qualitative purposes.

In the present article, we consider the electronic
structure and dynamics of the (Ar1 H2O)1 charge
transfer system

Ar1(2P) 1 H2O(X̃1A1)3 Ar(1S) 1 H2O
1(Ã2A1)

(1)

in the frame of a two-dimensional (2D) model. Al-
though the most telling experimental results were ob-
tained for the N1 and Kr1 1 H2O systems [11,12,16],
we have chosen the Ar1 1 H2O system due to the
simplicity of the electronic structure of the reactant ion
and product neutral. A detailed comparison of the
derived product state distributions for all investigated
ion 1 H2O systems provides evidence that for all of
them the same mechanisms are operative [18].

Relevant potential energy surfaces and nonadiabatic
couplings are obtained by means ofab initiocalculations
using the many-body multipartitioning perturbation
theory [19,20]. This approach ensures the strict sep-
arability of the Hamiltonian with respect to the
separation into Ar1 1 H2O and Ar1 H2O

1 frag-
ments and describes properly the effects of dynamic
electron correlation on the charge distributions [21].

2. Theory

The simplest 2D model that allows one to consider
both charge-transfer mechanisms assumed for the
Ar1 1 H2O collisions is illustrated in Fig. 1.The
fragments move in a plane so that the C2v symmetry
is maintained. Both OH bond lengthsr are held equal
and fixed (at the arithmetic mean value between
equilibrium distances in water and water cation, 0.979
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Å). Only two geometric parameters, the interfragment
separation,R, and the HOH bending angle,u, are
allowed to vary (u 5 180° corresponds to linear
molecule oriented perpendicularly to reactive coordi-
nateR; at smallest values ofu OH bonds are directed
toward the Ar atom). The choice of this model in the
present study was merely dictated by its simplicity. It
may be close to reality in low-energy collisions where
the approaching fragments can be oriented by ion-
dipole attraction (note, however, that the equilibrium
geometry of the Kr1 H2O complex does not corre-
spond to C2v symmetry [22]).

Within the C2v model, the correlation of electronic
states is as follows. In the entrance channel, the
unfilled p orbital of Ar1 gives rise to states of2A1,
2B1, and2B2 symmetries, whereas in the exit channel
there are2B1 and 2A1 states originating from the
interaction of the Renner–Teller doublet of water
cation with the closed-shell Ar atom. As far as no
coupling between the states of the different symmetry
exists, the model implies distinct charge-transfer path-
ways to two states of the water cation.

The total Born–Oppenheimer Hamiltonian, which
describes the nuclear motion was derived using the
standard technique. It has the form

H 5 2
1

2m

­2

­R2 2
1

mOr2 sin u
­

­u
2

1

mr2

­2

­u2

1
1

mOr2 cosu
­2

­u2 1 U~R, u ! (2)

where m is the reduced mass of fragments,m 5

mOmH/(mO 1 mH), mO and mH are the masses of
oxygen and hydrogen nuclei;U(R, u ) is the adiabatic
PES. The expressions for differential coupling oper-
ators between two electronic statesi and f are

Tif
~u ! 5 2K iU ­

­u
U fL 2

mr2

­

­u
2

2

mOr2 cosu
­

­u

1
1

mOr2 sin u (3)

Tif
~R! 5 2

1

m
K iU ­

­R
U fL ­

­R
(4)

where the matrix elements are taken with the adiabatic
electronic wave functions.

Ab initio calculations on the adiabatic PES’s and
nonadiabatic coupling matrix elements were per-
formed as follows. Contracted Gaussian basis sets
(11s7p1d)/[6s4p1d] for Ar, (9s6p1d)/[4s3p1d] for
O, and (4s1p)/[2s1p] for H were obtained from the
standard Dunning-Hay basis sets [23] by adding
diffuse p orbitals on O (exponential parameterz 5

0.059) and polarizationd orbitals on O (z 5 0.8) and
Ar (z 5 0.85) centers. State-averaged complete ac-
tive space multiconfigurational SCF procedure in the
active orbital space spanned by two (highest occupied
and lowest unoccupied) MOs (7a1, 8a1 for the states
of A1 symmetry and 2b1, 3b1 for B1 states) was used
to generate canonical MOs. The latter were then

Fig. 1. Geometrical parameters of theC2v model.
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localized by projecting localization onto the reference
SCF MOs with fractional occupancies corresponding
to (H2O)10.5 1 Ar10.5 charge distribution computed
at largeR and givenu. Therefore,. . . 7a1

28a1
1 and

7a1
18a1

2 configurations formed the model space for the
states of A1 symmetry, whereas. . . 2b1

23b1
1 and

2b1
13b1

2 ones for the states ofB1 symmetry. At large
interfragment distances, MOs 7a1, 2b1, 8a1, 3b1

correlate with the 3pz, 3px, 3a1, 1b1 orbitals of Ar
and H2O fragments, respectively.

The correlation effects were treated within the
second-order generalized quasidegenerate Mo¨ller–
Plesset perturbation theory with multiple partitioning
of the total Hamiltonian (MPPT/2) [19–21]. The
nonadiabatic electronic matrix elements in Eqs. (3),
(4) were calculated by the finite-difference method
[24,25].

3. Results

3.1. Asymptotics

The behavior of potential energy surfaces in the
limit of separated fragments determines the energetics
of the CT process and, owing to the availability of
accurate reference data, makes it possible to charac-
terize the quality of the presentab initio calculations.
It is likely that such a test is representative for finite
interfragment distances as well, due to size-consis-
tency and exact separability of the MPPT/2 approach
[19–21]. In particular, it has been checked that at very
large interfragment distances the total energy of the
system is equal to the sum of fragment energies
calculated independently.

The calculated bending potential energy curves of
the H2O and H2O

1 fragments are plotted in Fig. 2and
compared with literature data. For H2O(X̃), model
potential of Bunker and Landsberg [26] is presented,
whereas for H2O

1, the cuts of high-levelab initio
multireference configuration interaction (MRCI)
PESs by Brommer et al. [27] at the same OH
distancesr as chosen in this work are shown. Selected
potential parameters and spectroscopic constants de-
termined experimentally and evaluated for these one-

dimensional angular potentials are listed in Table 1. A
very good quality of the present results is evident,
particularly in comparison with much more elaborated
ab initio calculations from Ref. 27.

The CT process [Eq. (1)] populates highly excited
bending levelsv92 of H2O

1 (Ã) ion [14,15]. Table 2
compares the energies of several X˜ 2B1, v2 5 0 3
Ã2A1, v92 transitions in water cation nearby the
charge-transfer resonance. Theoretical data were ob-
tained variationally by diagonalization of the angular
part of the Hamiltonian equation (2) using the basis of
infinite-box functions. Calculated energies are in good
agreement (;5%) with reference data, though the
discrepancy increases withv92.

Present calculations determine a first ionization
potential of Ar as 15.67 eV. This value is in good
agreement with the experimental value 15.76 eV for

Fig. 2. (a) Potential curves for the ground state of H2O. (-- -- --) -
MPPT/2 approach; (------) data from Ref. [26]. (b) Potential curves
for the ground and excited states of H2O

1: (----) X2A1 and (-●-●-)
A2B1 states, MPPT/2 approach; X2A1 ( ) and A2B1 (--.--.--).
Data from Reference [27].
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Ar(2P3/2) or 15.85 eV obtained by the subtraction of
spin-orbit splitting [30]. A CT exothermicity for
process (1) of 3.169 eV is calculated, whereas exper-
imental data [14,31,32] are 3.14 and 3.32 eV for
Ar(2P3/2) and Ar(2P1/2) reactants, respectively. The
elimination of spin-orbit splitting from the experimen-
tal values yields the value 3.26 eV, which is some-
what above the current calculations. However, it was
argued [14] that Ar1(2P1/2) contributes little to charge
transfer. Thus, our value is;0.03 eV higher than that
of the dominant Ar1(2P3/2) 1 H2O CT process. Our
results points to a resonance with thev92 5 19 bend-
ing level in a perfect accord with experimental data
[14]. (Note that the bending spectrum of H2O

1(Ã)
have recently been reassigned [27] and thev92 5 17

level assigned to the resonant level in Ref. 14 is
actuallyv92 5 19 [12,33].)

3.2. Potential energy surfaces and coupling matrix
elements

When the fragments approach each other, the two
2B1 states remain essentially uncoupled and cannot
lead to charge transfer. In contrast, two avoided
crossings appear between the adiabatic PESs of2A1

symmetry atR ' 4.8Å asseen in Fig. 3. The first
avoided-crossing point at small angles (;80°) corre-
sponds to the Ar1 attack on the H–H side of the H2O
triangle, whereas the second one atu ' 260° takes
place when Ar1 approaches its oxygen vertex. The
^12A1u­/­Ru22A1& and ^12A1u­/­uu22A1& nonadiabatic
coupling matrix elements have maximum values
nearby these crossing points (Figs. 4 and 5). Owing to
the strong anisotropic ion-dipole interaction, the
large-angle avoided crossing occurs at lower energy.
It is important that at this interfragment separation the
near-resonant bending levelsv92 17 of H2O

1(Ã)
product ion become accessible through curve-crossing
transitions.

3.3. Modeling of H2O
1(Ã) vibrational distributions

The results of theab initio calculations clearly
indicate that charge transfer proceeds through the
avoided crossings of two2A1 adiabatic PESs. Accord-
ing to Eqs. (2)–(4), radial and angular motions of the

Table 2
Energies ofX̃2B1, v2 5 03 Ã2A1, v92 H2O

1 transitions
calculated with one-dimensional angular potentials. Experimental
data from Ref. 29 for 000 rotational levels have been reassigned
according to the results of Ref. 27.

v92 This work MRCI [27] Exptl. [29]

7 13775.4 13008.3 13409.3
9 15795.1 14969.2 15302.5

11 17916.7 17014.4 17263.1
13 20126.4 19123.6 19272.1
15 22411.8 21280.2 21328.3
17 24760.7 23469.2 23410.2
19 27162.6 25676.6 —
21 29613.6 27886.1 —

Table 1
Potential and spectroscopic parameters of H2O fragments.

H2O(X̃1A1)

Parameter This work Model [26] Exptl. [28]

r, Å 0.9791a 0.9704 0.9740
ue, grad 104.42 104.26 104.62
u0, gradb 105.02 104.87 105.2
U(u 5 180°), cm21 12151 13052 11470
ve, cm21c 1683(17) 1615(16) 1594
vexe, cm21c 24.5(2.0) 20.3(2.0) —

H2O
1(X̃2B1)

Parameter This work Model [26] Exptl. [28]

r, Å 0.9791a 0.9791a 0.9988
ue, grad 109.7 109.6 —
u0, gradb 110.58 110.55 110.46
U(u 5 180°), cm21 8507 7850 —
ve, cm21c 1564(9) 1513(5) 1431.173
vexe, cm21c 23.6(4.2) 20.9(2.3) 22.768

H2O
1(Ã2A1)

Parameter This work MRCI [27]

r, Å 0.9791a 0.9791a

ue, grad 180 180
v2, cm21d 592(11) 589(20)
3⁄2 hv2, cm21d 20.8(0.8) 19(1)

a Fixed value.
b Vibrationally-averaged value for the ground bending statev2 5 0.
c Obtained by fitting calculated bending spectrum tovr(v2 1 0.5)

2 vexe(v2 1 0.5)2.
d Obtained by fitting calculated bending spectrum tov2(v2 1 1)

1 3⁄2 hv2(v2 1 1)2.
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system are coupled only by electronic terms. One can
therefore separate two CT mechanisms induced by
­/­R and ­/­u differential nonadiabatic couplings
(retaining the dependence of their electronic matrix
elements on both variables).

For the qualitative treatment of the dynamical
manifestations of two mechanisms, model semiclas-
sical calculations on the distributions of product
H2O

1(Ã) ion over the bending levelsv92 were per-
formed. It was these distributions and their energy
dependence measured in luminescence experiments
that gave rise to the hypothesis of two distinct
charge-transfer pathways [12,14]. Transition proba-
bilities were computed with the first-order classical
perturbation theory [34] by the formula

Pj~v92! 5
1

\ U E
2`

`

^v92uT~j!

z@u, R~t!#uv2& exp@i ~«v92@u, R~t!#uv2
& exp@i~«v92

2«v2
!# dtu2 (5)

wherej 5 R or u indicates the CT mechanism,T(j) is
the coupling term evaluated along the classical trajec-
tory R(t), uv2& and uv92& denote bending vibrational

wave functions of H2O(X̃) and H2O
1(Ã), respec-

tively, and «v92
, «v2

stand for the corresponding
energies. Note that this semiclassical approximation
does not conserve total energy.

Nonadiabatic transitions induced by angular mo-
tion were treated in an adiabatic representation so that
the T(u ) operator is given by Eq. (3). For numerical
calculations theab initio values of its electronic part
^X̃2A1u­/­uuÃ2A1& were fitted by a Lorentzian func-
tion of u at each value ofR. The Lorentzian param-
eters were interpolated by splines along theR grid.

A diabatic representation was adopted for radial
coupling. At eachu, adiabatic radial curves were
transformed to diabatic ones using the standard two-
state procedure [35]. The resulting diabatic coupling
potential which stands forT(R) in Eq. (5) was fitted by
an exponential function whose parameters were inter-
polated by splines overu. Vibrational wave functions
were calculated variationally for asymptoticab initio
angular potentials as mentioned above; the initial state
of the water molecule was taken asv2 5 0.

Two types of R(t) trajectories were considered.
The first one consisted of analytical trajectories for
reference Born–Mayer or Morse potentials that were
fit to the computed curves nearby the crossing points,

Fig. 3. Angular sections of the 1,22A1 ( ) and 12B1 (- - - -) PESs of (Ar1 H2O)1 near the avoided-crossing region (R 5 9 au). The 12A1

(--●--) H2O
1 PES section and vibronic levels with thev92 5 15, 17, 19(Ã2A1) (-- -- --) are shown.
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whereas the second one comprised the impact param-
eter trajectoriesR2(t) 5 b2 1 u2t2, whereb is the
impact parameter andu is the collision velocity. No
qualitative difference was found between these calcu-
lations, so we chose the second approach because it
allows to calculate the vibrational state-resolved
charge-transfer cross sections as

s~j!~v92! 5 2p E
0

`

P~j!~v92, b!b db (6)

Using the impact parameter trajectories within the
present 2D model implies isotropic behavior of the
coupling terms. Assuming that the coupling is highest
in the presentC2v geometry, Eq. (6) produces an

Fig. 4. ^12A1u­/­Ru22A1& nonadiabatic coupling matrix elements at different anglesu near by small (a) and large (b) angle crossing points.
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upper limit to the actual cross section. The absolute
cross sections calculated by Eq. (6) for angular
coupling for near-resonant vibrational levels are illus-
trated in Fig. 6. The radial mechanism exhibits very
similar energy dependence of the cross sections. The
calculated vibrational distributions of H2O

1(Ã) ion at

selected collision energies are shown in Fig. 7, which
presents total populations (summed over two mecha-
nisms) and contributions from radial and angular
transitions normalized separately. The radial mecha-
nism dominates over the angular ones, which contrib-
utes remarkably only at low collision energies. The

Fig. 5. ^12A1u­/­uu22A1& nonadiabatic coupling matrix elements at different anglesu near by small (a) and large (b) angle crossing points.
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radial contribution remains almost unchanged over
the range of collision energies considered here and
gives a strong preference to the population of the
resonancev92 5 19 level. Angular transitions tend to
populate v92 5 18 level at low energies, but with
increasing energy the population maximum shifts to
v92 5 19 as well.

An interesting feature is the second maximum in

the population induced by radial transitions atv92 5

17. This can be attributed to the symmetry selection
rules pertinent toC2v model. At infinite interfragment
separation, the reflection symmetry with respect to the
u 5 180° plane orthogonal to theR axis leads to
even-odd alteration of bending vibrational Franck-
Condon (FC) factorŝv92uv2&. Despite the fact that the
interaction with Ar lifts this symmetry and distorts the
angular potentials, even–oddv92 alteration still mani-
fests itself in the CT transition probabilities. It is
noteworthy that in contrast to the radial coupling, the
angular nonadiabatic coupling operator contains anti-
symmetric terms which lead to a distinct alteration
pattern. It manifests itself in the calculated distribu-
tions as well (second maximum atv92 5 20, see Fig.
7a). However, these effects reflect mainly the restric-
tions of theC2v model and should be washed out if the
rotations of the H2O fragment are taken into account.

It is instructive to compare the results of the
present calculations with predictions of analytical
radial model suggested by Spalburg et al. [36]:

s~v3 v9! 5 s0

u^vuv9&u2

@1 1 ~DE/a\Ṙ!2#3 (7)

Fig. 6. Collision energy dependence of the cross sections for the
formation of H2O

1(Ã, v92) ion induced by angular nonadiabatic
coupling.

Fig. 7. Vibrational distributions of H2O
1(Ã) product ion at different collision energies. Presented are the populations due to angular and radial

coupling (normalized separately) and the total population calculated as the sum over both mechanisms.
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where ^vuv9& is an FC factor,DE is the energy gap
between the reactant and product vibronic states anda
is the parameter of an electronic coupling term
H12(R) between electronic states 1 and 2 that has an
exponential form

H12~R! 5 A exp(2aR) (8)

According to Eq. (7), the population of product
vibrational levels is governed by two factors: FC
overlap with the reactant vibrational wave function
and proximity to CT resonance energy. Eq. (7) pre-
dicts a preference of resonant levels with significant
FC overlap at low collision energies and a Franck-
Condon product state distribution at very high ener-
gies. It is worth noting that this model follows directly
from Eq. (5) if one assumes that the coupling between
electronic states is exponential as in Eq. (8) and does
not depend on the internal coordinateu [36]. It is
therefore not surprising that the present results for
radial mechanism agree well with this model.

The model of Spalburg et al. [36] can be modified
to obtain a qualitative impression on the transitions
induced by the angular coupling. For this purpose, the
FC factors must be replaced by the matrix elements of
the kinematic part of angular coupling operator (3)
and a should reflect the radial behavior of its elec-
tronic part̂ X̃2A1u­/­uuÃ2A1& shown in Fig. 5. Beyond
the crossing point, the latter also drops almost expo-
nentially, so that the calculated vibrational distribu-
tions for angular mechanism resemble those predicted
by modified Eq. (7). On the other hand, the present
first-order perturbation theory model (5) should be
less valid for transitions induced by angular coupling
where the effects of potential distortions and collision
complex formation are more important.

These effects are almost certainly responsible for
the differences between the present calculations and
the experiments of Dressler and coworkers
[12,14,15,18], where, in particular, the trend of in-
creasing cross sections with decreasing collision en-
ergy is not reflected in the absolute state-resolved
cross sections of Fig. 6 and is strongly influenced by
capture collisions. In the experimental work, a pre-
dominance of exothermic levels with population max-

imum approximately 0.18 eV below resonance was
observed at low collision energies. This was rational-
ized by the fact that resonance models such as Eq. (7)
assume energy gaps that are independent ofR. As Fig.
3 demonstrates, the potential distortions induced by
the strong ion-dipole interaction in the entrance chan-
nel creates a resonance condition with exothermic
v92 5 17 level. The Ar1 1 H2O measurements at 12
eV exhibit a preference forv92 5 17 andv92 5 18
levels indicating that the transitions occur primarily at
interfragment distances close to that found in the
calculations (;4.8 Å). Using the realistic approxima-
tion for nonadiabatic couplings, the present first-order
perturbation theory approach also neglects the effects
of potential distortion on the CT dynamics. More
realistic dynamics calculations are needed to get
closer agreement with experimental data. They imply,
however, the simultaneous description of both cou-
plings on an equal footing. In this case the transfor-
mation from adiabatic to diabatic representations as
well as the solution of the collision problem are
nontrivial. More detailed calculations are the subject
of future theoretical work.

4. Conclusion

The main result of the presentab initio calculations
on the Ar1 1 H2O charge-transfer system is the
demonstration of two nonadiabatic charge transfer
mechanisms, one induced by the relative motion of
colliding fragments and the other by the internal
bending motion of the H2O fragment. Although a
two-dimensionalC2v model is too restrictive for
allowing direct comparison with experimental data,
the present results strongly support the interpretation
proposed by Dressler and coworkers [12,14,15,18].

Finally, the present work is a further demonstration
of the high accuracy and reliability of the efficientab
initio MPPT/2 approach for the calculation of poten-
tial energy surfaces and nonadiabatic couplings for
ion-molecular reactions involving polyatomic mole-
cules.
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